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JITAIs have great potential in health behavior change

A Just-in-Time Adaptive
Intervention, or JITAI is an
intervention design that provides
the right type (or amount) of
support, at the right time.

Health behavior change is hard,
but a JITAI holds enormous
potential.

Eg: Physical inactivity [1],
alcohol use [2], mental illness
[3], smoking [4], and obesity [5].
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Current issues in JITAIs

Many JITAIs have been developed
with minimal use of empirical
evidence, theory, or guidelines

Gap: Technological capabilities
for delivering JITAIs ⇐⇒
Research on their development
and evaluation.

5



Design Principles: One opportunity + Two concerns
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Design Principles: One opportunity

One opportunity

To capture the right delivery times (risk times) [6].
Eg: Send a message to encourage exercise only when the user is
sedentary
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Design Principles: Two concerns

Two concerns

1

2
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We want an algorithm that can capture the opportunity
and resolve two concerns

To capture the opportunity, we only focus on risk times

To address the concerns
1 To reduce burden −→ Constraints on the number of interventions

(Goal 1)
2 To reduce habituation −→ Probabilistic interventions (instead of

deterministic ones)
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Evaluation of the algorithm is important

Is the algorithm good? How to improve?

Key Question: How often, and in what context should a mobile
intervention be provided?

Algorithm: Uniform sampling on risk times (Goal 2).

Experimental design: Micro-Randomized Trial (MRT).

Our task: To design a MRT to address the key question.
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Example: MRT to Reduce Sedentary Behavior
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HeartSteps Study: an actual study that implements the
MRT

Aim: Develop a mobile activity assistant for individuals who are newly
diagnosed with Stage 1 Hypertension

Intervention: A push notification to encourage exercise.

Decision time: Every 5 mins

Each day is separated into three 4-hour blocks. Denote Bd ,k as kth
block on day d .

At : intervention; Ht : history; It : sedentary indicator; πt :
randomization probability.
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Sampling Algorithm: to address the constraint

Goal 1: Constraint: An average of 0.5 Intervention per Block Bd ,k
To achieve Goal 1: We set constraint on

N∗
1 := E [

∑
t∈Bd,k ,It=1

At ]

Expected/Average number of interventions in block k on day d
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Sampling Algorithm: to achieve the uniform distribution

To achieve the goal of uniform distribution, we calculate
The prediction of the number of remaining interventions

ht(N
∗
1 ) =N∗

1 − E [
∑

s∈Bd,k ,s≤t−1,Is=1

As ]

=N∗
1 −

∑
s∈Bd,k ,s≤t−1,Is=1

πs

The prediction of the remaining sedentary times

gt = E [
∑

s∈Bd,k ,s≥t+1

Is ]

At time t, if remaining sedentary times gt is known, by setting
N∗
1 = 0.5 we can sample uniformly with probability

πt =
ht(N

∗
1 )

1 + gt

Truncate to [0.005, 0.995]
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A practical challenge to the algorithm

The randomization probability:

πt =
ht(N

∗
1 )

1 + gt

In practice, a message might reduce the number of sedentary times in
the future.

i.e., gt will be smaller if a message is delivered at t − 1 (compared to
not delivered at t − 1).
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Adjustment to the algorithm in practice

Solution: We let N∗
1 and gt be two ”tuning parameters”.

Tune using data from the previous batch of the HeartSteps [7].

Our hope is that with the two tuning parameters, our two goals can
be achieved on average.
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Evaluation of the algorithm is important

Evaluation of the algorithm is important because we

Need to check whether 2 goals are met.

Want to know the direction of improvement.
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Evaluation of the algorithm with user study has not been
an interest

Two types of related work have not address it.
1 Real user studies that apply online algorithm

Eg. To encourage physical activity for people with diabetes [8], [9];
stress management [10]; weight loss support [11]
However, their analysis focused on whether the algorithm, as a
treatment has a causal effect.

2 Analysis of online algorithms, but all theoretical

Eg. Off-Policy RL in mHealth [12], [13]; Efficient policy learning [14],
[15]

18



How many interventions were delivered in each block and
on each day?

Calculation for each user:
1 Calculate the total number interventions over all days (or over all kth

blocks).
2 Calculate total number of days (or number of the kth blocks).
3 Calculate the average by dividing 1 by 2

Then do a summary for all users. Total 81 users are considered.

Key: What days do we average over?
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To determine number of days is non-trivial in practice

Practical challenges:

Users don’t wear Fitbit every day.
Even if they wear it, they may not connect to server.
Some days we encounter bugs...

There are a lot of days during the study that we cannot do anything
at sedentary times.

Need to detect them based on data we have, carefully.
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How many interventions were delivered in each block and
on each day?

We consider days when the server recognizes at least one step.

Goal: 0.5 per block and 1.5 per day.

Median Mean Std. Dev.

Block 1 0.465 0.421 0.212
Block 2 0.412 0.428 0.248
Block 3 0.412 0.440 0.247

Daily 1.342 1.407 0.602

Algorithm is not bad at targeting the goal.

Differences are due to different wearing behaviour and different
number of sedentary times.
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Is the Algorithm Uniform Across all Sedentary Times?

Measure: KL divergence between the actual treatment probability
and the uniform distribution defined by
0.5/(number of sedentary times).

For each user, we calculate mean KL divergence on each (day, block).
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A Comparison Using KL Divergence

A baseline algorithm—Block sampling

For each block k , use the same randomization probability for all users
and on all days.

Figure: Left: KL between the actual probability(blue)/block sampling(red) and
the uniform probability. Right: CI of their difference
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Other Challenges in Practice

Imputation for missing data in step count/heart rate for the proximal
outcome.

Deciding to drop which users.

Deciding which one to use when we have one variable from different
data sources.

Eg. step count from the server and Fitbit
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Thanks for your attention!

Any questions?
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Model for Prediction of the Remaining Sedentary Times gt

Notation:
kt : run length.
Kt : remaining run length of the current run
rt : remaining time in the current block
Ft : the fraction of sedentary times outside the run.

Estimate for gt :

ĝt = Ê [Kt ∧ rt ] + Ê [Ft ]Ê [(rt − Kt)+]

Ê [Kt ∧ rt ], Ê [Ft ], Ê [(rt − Kt)+] are non-parametric averages from
prior data. 31



Selection of N∗1 Given the Model for g(1|Ht)

Algorithm 1: Tune N∗
1

Input: Grid to be searched GN ; g(1|Ht), number of users n
Output: Tuned N∗

1

for N1 ∈ GN do
for i ← 1 to n do

for j ← 1 to 1000 do
for t ∈ Ti do

Set Hi ,t = {Ai ,t−1, πi ,t−1, Ii ,t}
Set {πi ,t} from the algorithm. Sample Ai ,t ∼ Bern(πi ,t).

end

end
Store Hi ,j(N1)

end
for k ← 1 to 3 do

Compute the average number of treatment over each block k
as Fk(N1)

end

end

Select N1 with
∑3

k=1 Fk(N1) closet to 1.5

The final N1 selected is 0.8

32



Why KL?

We want to look at KL and Hellinger becauce they are two extremes
but not as extreme as J-S and W2
No large difference between KL(pa, pu) and KL(pu, pa); focus
analysis on KL(pa, pu) because it looks more symmetrical
We will replicate our analysis for KL(pu, pa) and Hellinger
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Is the Algorithm Uniform Across all Sedentary Times?

Notation: Nu,d ,k as the number of sedentary times per (user, day,
4-hour block).

Measure: KL divergence between the actual treatment probability
pa and the uniform distribution defined by pu = 0.5/Nu,d ,k .

We calculate mean KL divergence on each (user, day, 4-hour block) by

1

Nu,d ,k

Nu,d,k∑
t=1

KL(pa,t , pu,t)

where KL(p, q) = p log(p/q) + (1− p) log((1− p)/(1− q))
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A Comparison Using KL Divergence

A baseline algorithm—Block sampling

First, from prior data, calculate average number of sedentary times
across all (user, day) in block k : M̂k , k = 1, 2, 3.
Then set the randomisation probability to be 0.5/M̂k for sedentary
time in block k .

Figure: Left: KL between the actual probability(blue)/block sampling(red) and
the uniform probability. Right: CI of their difference 35
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